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Do Dynamic Effects Play a Significant Role in Enzymatic Catalysis?
A Theoretical Analysis of Formate ACHTUNGTRENNUNGDehydrogenase

Maite Roca,[b] M�nica Oliva,[a] Raquel Castillo,[a] Vicente Moliner,*[a, c] and
IÇaki TuÇ�n*[b]

Introduction

Enzymes are biological catalysts that allow organisms to
carry out biological reactions on timescales compatible with
life, speeding up chemical reactions by a factor of 106 to
1020, which represents an amazing enhancement of chemical

kinetics with respect to any synthetic catalyst. Moreover,
these catalysts are not only very efficient, but they are usu-
ally specific. The origin of these features is a question of
debate that has not yet had a conclusive answer. In order to
obtain an answer to this difficult question, computer simula-
tions have been demonstrated to be a powerful tool, com-
plementary to experimental techniques such as NMR,
single-molecule kinetics, kinetic isotope effects, site-directed
mutagenesis, molecular engineering techniques, and so on.
Many different computational approaches and models have
been developed and applied with successful results, and it
seems that a dynamic description of the enzyme-catalyzed
process with flexible molecular models is required in order
to obtain a realistic picture of the conformational changes of
the protein and the chemical reaction at atomic level. Nev-
ertheless, as pointed out by Benkovic et al. ,[1] knowledge of
the coupling between these two phenomena, as well as their
chronological order, is still in an early stage of development,
despite being indispensable for understanding these amazing
catalysts. In this regard, Warshel et al.[2] stated that in the
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examination of dynamical proposals there is a tendency to
describe different views of the catalytic role of the enzyme
dynamics as semantic issues. The origin of this lack of agree-
ment probably lies in the fact that protein dynamics present
an enormous complexity, and it can be difficult to define
and quantify the effects on the reaction rate constant. In
fact, the impact of protein dynamics on chemical reactivity
can range over quite different phenomena. For instance, it is
well known that many enzymatic processes are controlled
by substrate binding or product release. Here, protein
mobile loops can act as the gates to the active site, and then
their motion can be the rate-determining step.[3] In other en-
zymes, the binding of the substrate can promote conforma-
tional changes in the enzyme that are needed to place some
catalytic residues correctly.[4] Recent single-molecule experi-
ments have shown that different conformational states of a
particular enzyme can actually function as independent en-
zymes with noticeably different reaction rate constants.[5–8]

In this case the dynamics associated with the interconversion
between conformational states can determine the global
rate constant.[9,10] However, probably the most intriguing
question is whether the dynamics of the protein structural
fluctuations are on the same timescale as the chemical step,
thus being coupled to the reaction coordinate and influenc-
ing catalysis. In this regard, the role of protein motions in
enzyme catalysis has been the topic of many experimental
and theoretical studies in recent years,[11–19] with no consen-
sus as to whether they can be considered as crucial for the
catalysis.[2,20–23]

In this paper we focus on the influence of environment
dynamic effects on the chemical step of an enzymatic reac-
tion. Then, dynamic effects should be understood as the in-
fluence of environmental modes (i.e., all those modes that
are different to the reaction coordinate) on the fate of reac-
tion trajectories. The influence of these modes on the reac-
tion clearly depends on the degree of coupling with the re-
action coordinate, but it is also modulated by the character-
istic frequencies of the modes. These dynamic effects of the
environment on the reaction rate constant of the chemical
step can be analyzed and quantified as the departures of the
rate constant from the prediction based on transition state
theory (TST),[24–26] that is, evaluating the transmission coeffi-
cient k(T) and whether this value is higher in enzymes than
in solution. Then the rate constant can be presented by the
well-known expression shown in Equation (1).

kðTÞ ¼ kðTÞkTST Tð Þ ð1Þ

The origin of this coefficient being lower than unity is
that the coupling of the reaction coordinate with the re-
maining coordinates is responsible for the existence of re-
crossings. These are trajectories that come back to the reac-
tant state once they have crossed the transition state (TS),
dividing the surface towards the products valley without
equilibrating in that valley. As discussed below, the influ-
ence of each environmental mode on the transmission coef-
ficient can be analyzed in terms of the coupling to the reac-

tion coordinate and the value of its characteristic frequency.
In order to estimate the transmission coefficient, molecu-

lar dynamics (MD) trajectories starting from the TS with
thermal distribution velocities can be monitored. Recent
studies carried out in our group on different enzyme-cata-
lyzed reactions (the methyl transfer from S-adenosylmethio-
nine to catecholate in catechol O-methyltransferase, or to
glycine in glycine N-methyltransferase, and the Michael ad-
dition catalyzed by chalcone isomerase),[21–23] compared with
the respective reference reactions in solution, revealed that
the values obtained in the enzyme are closer to unity (over
0.80) than the ones obtained in solution (over 0.60). More-
over, we have shown that Grote–Hynes (GH) theory,[21, 23]

based on the generalized Langevin equation,[27–29] can also
give a very accurate estimation of the transmission coeffi-
cient of enzymatic reactions for nonquantum particles. The
use of GH theory allows a deeper understanding and char-
acterization of the coupling between the reaction and pro-
tein dynamics. The analysis of the friction kernel [z(t)],
which gives the time correlation function of the fluctuating
forces acting on the distinguished reaction coordinate, pro-
vides an efficient way, in the context of GH theory, to quan-
tify the coupling of the remaining degrees of freedom of the
system with the selected reaction coordinate.[27] This theory
thus provides a direct connection between the effect of envi-
ronmental modes and chemical kinetics through the trans-
mission coefficient.

In this work, we have carried out a theoretical study of
the protein motions in the rate-limiting step of the formate
dehydrogenase (FDH EC 1.2.1.2), as well as an estimation
of the dynamic contributions to lower the free-energy barri-
er. The enzyme FDH is widespread in nature, and it plays
an important role as it is one of the best enzymes for cofac-
tor regeneration in the processes of chiral synthesis with
NAD(P)+-dependent oxidoreductases.[30] Moreover, FDH
has the biotechnological potential for use in organic acid
synthesis as a catalyst in coenzyme regeneration systems for
production of high-added-value pharmaceutical prod-
ucts.[31,32] Site-directed mutagenesis studies on FDH have
been also carried out with the aim of transforming coen-
zyme specificity, as well as increasing its turnover frequency
factor or its thermal stability.[33] To this end, a detailed
knowledge of the catalytic mechanism of FDH at the molec-
ular level could provide guidelines for future protein engi-
neering on this enzyme.

FDH catalyzes the oxidation of the formate ion to carbon
dioxide with the concomitant reduction of NAD+ to NADH
(Scheme 1), which means that charge separation is annihilat-
ed during the reaction progress. This hydride transfer seems
to be the sole rate-limiting step in the catalytic mechanism
of FDH.[34–36] The observed rate constant of 7.3 s�1,[37, 38]

shows that it is an enzyme of relatively low efficiency com-
pared with other NAD+-dependent dehydrogenases, proba-
bly owing to strong interactions between the charged sub-
strate in its ground state and several residues of the active
site.[39] Thus, it has been shown that the most important resi-
dues for formate binding could be Arg284 and Asn146, or,
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alternatively, His332 and Asn146. This very-well-organized
active site of FDH has also been demonstrated by Kohen
and co-workers[40] in their work on the temperature depend-
ence of the intrinsic kinetic isotope effects (KIEs) and infra-
red photon-echo measurements of picosecond and femtosec-
ond dynamics on the ternary complex of FDH with a cofac-
tor, and the azide as the transition-state analogue.

Site-directed mutagenesis studies on FDH carried out by
Popov and co-workers[41] showed that the His332/Gln313
pair is essential for enzyme activity, and confirmed the pre-
vious conclusions derived from X-ray diffraction struc-
tures[42] that Arg284 is directly involved in substrate binding,
as well as supporting the catalytic conformation of the
enzyme active site.[43] Recent structures of the apo and holo
forms of Moraxella sp. strain C-1 (MorFDH), reported by
Popov and co-workers, support the hypothesis that the cata-
lytic residue His332 can form a hydrogen bond to both the
substrate and the transition state.[44]

Regarding the interactions between the active site and the
NAD+ , it has been suggested that nicotinamide ring of the
cofactor can interact through hydrogen bonds with Thr282,
Asp308, Ser334, and Gly335.[42] These residues would stabi-
lize the initially positively charged ring, enhancing the elec-
trophilic properties of the C4 atom by twisting the carbox-ACHTUNGTRENNUNGamide group with respect to the pyridine plane, and thus
perturbing the ground state.[42]

More recently, we published a theoretical study of the hy-
dride-transfer step catalyzed by FDH, carried out by using
hybrid quantum mechanics/molecular mechanics (QM/MM)
techniques, but with the intrinsic assumption of equilibrium
between the protein and the reaction coordinate.[45] The
analysis of the free-energy profiles obtained in the enzyme,
and comparison with that for the reaction in solution, sug-
gested that the enzyme compresses the substrate and the co-
factor into a conformation close to the transition structure
by means of favorable interactions with the amino acid resi-
dues of the active site, thus facilitating the relative orienta-
tion of donor and acceptor atoms to favor the hydride trans-
fer. By contrast, in water the TS is destabilized with respect
to the reactant species because the polarity of the solute di-
minishes as the reaction proceeds, and consequently the re-
action field, which is adapted to the change in the solute po-
larity, is also decreased. Therefore, protein structure is re-
sponsible for both effects, that is, substrate preorganization

and TS stabilization with respect to the aqueous solution,
thus diminishing the activation barrier.[45]

The present study aims to gain a deeper insight into the
coupling between the enzyme motions and the chemical re-
action. The question of whether the protein motions pro-
mote the chemical reaction, or if the enzyme remains frozen
or in equilibrium with the substrate along the reaction, will
be addressed. We will estimate the contribution of the dy-
namic effects on the rate constant enhancement from trans-
mission coefficient calculation both in the enzyme and in
aqueous solution. Application of Grote–Hynes theory to the
calculation of the transmission coefficient will allow us to
obtain the friction spectrum and identify the modes respon-
sible for the substrate–environment coupling.

Computational Details

Hybrid QM/MM potentials of mean force : A QM/MM ap-
proach has been used in this study, with details of the com-
putational model given elsewhere.[45] Briefly, the QM region
consists of the formate anion together with the nicotinamide
and ribose rings of the nicotinamide adenine dinucleotide
(NAD+) cofactor (33 atoms, as depicted in Figure 1), which
is described by using the AM1 Hamiltonian.[46]

The initial coordinates of the protein were taken from the

X-ray crystal structure of the Pseudomonas sp. complexed
with the azide inhibitor in the formate binding site with
PDB code 2NAD.[42] Once the azide molecule was replaced
by the product of the FDH-catalyzed reaction, CO2 and hy-
drogen atoms were added, and the system was placed inside
a water molecule cubic box of side dimension 80 �, cen-
tered on the C4 atom of the cofactor of subunit B. Because
of the size of the system, all the residues further than 38 �
from C4 of the cofactor were removed, and those found fur-

Scheme 1.

Figure 1. Detail of the FDH active site. Gray region corresponds to the
QM subset of atoms, and the link atom is indicated as *.
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ther than 18 � from the same atom were kept frozen (20314
from a total of 23919 atoms). The MM subsystem was then
described by using the OPLS-AA[47,48] and TIP3P[49] force
field, as implemented in the fDYNAMO program.[50] To sat-
urate the valence of the QM/MM frontier we used the link
atoms procedure.[51,52] To treat the nonbonding interactions,
a switch function with a cutoff distance in the range of 8–
12 � was used. The reaction was also studied in aqueous so-
lution. In this case, the simulated system was formed by the
formate anion together with the nicotinamide and ribose
rings of the nicotinamide adenine dinucleotide (NAD+) co-
factor, the QM part, and a cubic box of water molecules
(55.8 � side). The QM region is the same as the one in the
enzyme, and it was also described by using the AM1 semi-
empirical Hamiltonian. The MM region is composed of 5509
water molecules described by means of the TIP3P force
field. To treat the nonbonding interactions, periodic boun-
dary conditions were applied by using a switch function with
a cutoff distance in the range of 8–12 �.

The potentials of mean force (PMFs) were obtained in
the NVT ensemble by using the antisymmetric combination
of the distances describing the breaking and forming bonds,
that is, d ACHTUNGTRENNUNG(C�Ht)�d ACHTUNGTRENNUNG(Ht�C4) (see Figure 1) as the distinguish-
ed reaction coordinate in both media.[45] A time step of
0.5 fs was used all around the simulations because the chem-
ical step involves a hydrogen transfer. The Verlet algorithm
was used to update the velocities,[53,54] and the reference
temperature was 300 K. For all the calculations we em-
ployed the fDYNAMO program.[50]

As a first step in our analysis, we traced the AM1/MM
PMFs in aqueous solution and in the enzyme for only a
small range of reaction coordinate (RC) values (about
�0.1 � around the free-energy maxima found in our previ-
ous work)[45] by using the weighted histogram analysis
method (WHAM) combined with the umbrella sampling ap-
proach.[55,56] These PMFs can be satisfactorily fitted to a par-
abolic expression, as given in Equation (2).

DPMF ¼ � 1
2

KeqðRC�RCzÞ2 ð2Þ

The purpose of these PMFs is to obtain a good estimation
of the TS position in terms of the antisymmetric reaction co-
ordinate, RC�, and also to obtain the equilibrium barrier
frequency weq necessary for the Grote–Hynes (GH) analysis.
This is the barrier frequency under the assumption of equi-
librium between the reaction coordinate and the remaining
degrees of freedom, and is given by Equation (3), in which
mRC is the reaction coordinate reduced mass and c is the
speed of light.

weq ¼
1

2pc

ffiffiffiffiffiffiffiffi

Keq

mRC

s

ð3Þ

In order to obtain these PMFs in the TS neighborhood
(shown as Supporting Information) we ran 10 simulation
windows, changing the reference value of the reaction coor-

dinate in the umbrella potential by only 0.01 �. The force
constant applied to the reaction coordinate in these simula-
tions was 2000 kJ mol�1 ��2. From the parabolic fit, we esti-
mate that the equilibrium barrier frequencies (weq) are
4120 cm�1 in aqueous solution and 2160 cm�1 in the enzyme.
The maxima of the PMFs are located at �0.13 and �0.14 �
in aqueous solution and in the enzyme environment, respec-
tively.

Free downhill trajectories : We ran a 750 ps NVT MD trajec-
tory restrained in the TS region with a time step of 0.5 fs for
the reaction system both in aqueous solution and in the
enzyme. The simulation temperature was 300 K and one
configuration was saved every 5 ps, resulting in 150 configu-
rations that were used to compute free downhill trajectories.
The velocity associated with the reaction coordinate is not
properly thermalized in these configurations. Thus, following
a procedure similar to that used by Gao and co-workers[57]

and used in our previous studies,[21,23] we selectively re-
moved the projection of the velocity on the reaction coordi-
nate, and added a random value taken from a Maxwell–
Boltzmann distribution just for the atoms involved in the re-
action coordinate.

For each of the saved configurations with modified veloci-
ties we ran free NVE simulations integrating the equations
of motion forward and backward, just changing the sign of
the velocity components.[58] Downhill trajectories were
propagated from �8 to +8 ps in the enzyme, and from �2
to +2 ps in aqueous solution, by using a time step of 0.5 fs
in both environments. The trajectories obtained in the
enzyme and in solution were then classified as reactive tra-
jectories when the reactants connect to products (RP trajec-
tories), and nonreactive trajectories that lead either from re-
actants to reactants (RR) or from products to products
(PP). Both reactive and nonreactive trajectories may exhibit
recrossings of the dividing surface. To compute the transmis-
sion coefficient we used the “positive flux” formulation,[59]

by assuming that the trajectory was initiated at the barrier
top with forward momentum along the reaction coordinate.
For a given time t, with t=0 being the starting time for the
downhill trajectory, the time-dependent transmission coeffi-
cient can be calculated as shown in Equation (4), in which
j+ is the initial positive flux at t= 0, and q(RC) is a step
function equal to 1 on the product side of the reaction coor-
dinate and 0 on the reactant side. The average was calculat-
ed over all the trajectories.

kðtÞ ¼ jþq RCðþtÞ½ �h i � jþq RCð�tÞ½ �h i
jþh i

ð4Þ

Application of GH theory : GH theory can be applied to de-
scribe the evolution of the system along the reaction coordi-
nate in the TS. In particular, the transmission coefficient can
be obtained as the ratio between the reactive frequency and
the equilibrium barrier frequency,[60] as shown in Equa-
tion (5), in which the reactive frequency wr is obtained from
the GH equation [Eq. (6)].[28,29]
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kGH ¼
wr

weq
ð5Þ

w2
r � w2

eq þ wr

Z 1

0
zTSðtÞe�wr tdt ¼ 0 ð6Þ

In GH theory the friction kernel is obtained at the TS
(zTS(t)) to determine the forces exerted during the passage
over the top of the barrier, by assuming that recrossings
take place in the proximity of this dynamic bottleneck.[27, 29]

This expression is given in Equation (7), in which FRC(t) is
the force on the reaction coordinate, and mRC is the associat-
ed reduced mass.

zðtÞ ¼ FRCð0ÞFRCðtÞh i
mRCkBT

ð7Þ

The analysis of the friction kernel (z(t)), which gives the
fluctuating forces acting on the reaction coordinate, provides
an efficient way to quantify the coupling of the remaining
degrees of freedom of the system with the selected reaction
coordinate.[27]

For the evaluation of the TS friction kernel, we ran 50 ps
of constrained MD simulations at the top of the PMF, by
using a Wilson�s matrix-based RATTLE-like velocity–Verlet
algorithm.[53, 61] A very small time step of 0.01 fs was used to
ensure the convergence of the algorithm, and the forces
acting on the reaction coordinate were saved at each simula-
tion step.

GH theory includes the frozen-environment approach as
a limiting case (also called the nonadiabatic limit).[60] If the
rest of the coordinates can be considered to be frozen com-
pared with the motion of the reaction coordinate in the pas-
sage through the TS,[62, 63] then the friction kernel can simply
be replaced by its zero-time value, and the reaction frequen-
cy under the frozen-environment approach (wfe) is then
given by Equation (8).

w2
fe � w2

eq þ zTSðt ¼ 0Þ ¼ 0 ð8Þ

Another interesting limit is the Kramers regime,[64] under
which it is assumed that all the friction is exerted during the
barrier crossing, that is, the timescale of the friction kernel
is shorter than the inverse of wr.

[60] In this situation, the GH
equation can be rewritten as Equation (9).

w2
Kr � w2

eq þ wKr

Z 1

0
zTSðtÞdt ¼ 0 ð9Þ

Results and Discussion

Time-dependent transmission coefficients : After randomiz-
ing the reaction coordinate velocity for each of the 150
saved configurations, as described in the previous section,
we ran free hybrid QM/MM MD simulations, allowing the
system to evolve downhill trajectories from the TS. Analysis

of the trajectories indicated that, in the enzyme, 61 were re-
active trajectories of the RP type, and the rest were non-
reactive: 30 of RR type and 59 of PP type. In solution, 23
trajectories were of the RP type, 59 of RR type, and 68 of
PP type. As observed, it seems that the protein environment
assists the chemical system in crossing the barrier successful-
ly from the reactants to the products valley more efficiently
than the water molecules of the aqueous solution.

The time-dependent transmission coefficients, evaluated
by using the “positive flux” formulation [Eq. (4)], are pre-
sented in Figure 2. The evolution of k(t) shows a fast decay

in both media during the first 3 fs, reaching a plateau after
10 fs in aqueous solution, and after 20 fs in the enzyme envi-
ronment. The solution and enzyme values of the transmis-
sion coefficient measured in this time-independent region
are kaq =0.20�0.03 and kenz =0.46�0.04, respectively. The
first conclusions that can be derived from these values are
that the transmission coefficient is larger in the enzyme than
in solution, and its contribution to the catalytic effect,
though small, is not negligible (kenz/kaq =2.3). According to
our previous study,[45] free-energy lowering computed on the
assumption of equilibrium between the reaction coordinate
and the environment provided a value of 8.9 kcal mol�1 (the
AM1/MM free-energy barriers obtained from the aqueous
solution and enzymatic PMFs were 21.3 and 12.4 kcal mol�1,
respectively). The contribution of dynamic effects to the
total catalytic effect, which can be estimated from the ex-
pression given in Equation (10), makes a contribution of
about 0.5 kcal mol�1 at 300 K.

DDGdyn ¼ �RT ln
kenz

kaq

� �

ð10Þ

This value represents around 5 % of the total catalytic
effect evaluated as the addition of the equilibrium and
transmission coefficient contributions to the rate constant at
300 K. Moreover, the values of the transmission coefficients,
and in particular the one obtained in the enzyme, are signifi-
cantly smaller than those obtained in previous studies on

Figure 2. Time-dependent transmission coefficients obtained in the
enzyme (black line) and in aqueous solution (gray line).
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different enzymes.[21–23] This probably means that, although
the selected reaction coordinate captures the essence of the
reaction, important changes take place in the protein cou-
pled with the hydride transfer.

Analysis of rare-event trajectories : Figure 3 shows the time
evolution of the key interatomic distances involved in the
hydride transfer. The time t=0 corresponds to the passage

of the system over the barrier top, negative times corre-
spond to the evolution of the system towards the reactant
valley, and positive times towards the product valley. Values
were averaged over the set of successful RP trajectories.

It can be observed that the reaction proceeds by an ap-
proaching of the donor and acceptor carbon atoms, with a
concomitant transfer of the hydride atom. In fact, the dis-
tance between the two carbon atoms reaches a minimum in
the TS. All of these geometrical changes take place in a syn-
chronous way from �0.3 to +0.5 ps in solution, whereas in
the enzyme the process takes place in a shorter time, start-
ing at �0.1 ps and arriving at a stationary situation at
+0.2 ps. Figure 3 also shows that, although distances corre-
sponding to nonbonded distances are longer in solution than
in the enzyme (see C4···C and C4···Ht in the reactants and
C4···C and Ht···C in the products), those values correspond-
ing to standard bond lengths are equal in both media and,
even more interesting, the values appearing at the TSs are
not dependent on the environment.

Figure 4 presents the evolution of the reaction from the
electronic point of view, displaying the averaged Mulliken
charges on selected atoms for the process in aqueous solu-
tion and in the enzyme. Although these charges must not be
considered absolute values, their time evolution is a good
guide to the electronic redistribution taking place in the sub-
strate and the cofactor. As explained previously, the reac-
tion proceeds with charge separation annihilation: the for-

mate and the cofactor (the nicotinamide ring) have formal
charges of �1 and +1 a.u., respectively, in the reactant state
and of zero in the product state. The results presented in
Figure 4 clearly demonstrate how the charge-distribution
changes take place in a very short time, between �0.05 and
+0.03 ps around the TS. The oxygen atoms of the formate
lose negative charge during the reaction as well as the
carbon atom, reflecting the aforementioned change in the
formal charge of the substrate. It is important to underline
the negative charge of the transferred hydrogen atom in the
TS, concurrently with the maximum positive charge reached
by the acceptor atom, C4. As shown by the evolution of the
charge on the O8 atom in Figure 4, the cofactor is polarized,
producing an increase of the negative charge on this atom
and a positive charge on the C4 atom, which reaches its
maximum just on the TS. These changes on the cofactor
start before the variations reported for the charges of the
formate atoms. As discussed below, movements of some res-
idues of the active site must promote these changes. It is im-
portant to point out that the charge evolution on C4 and O8
obtained in solution are not as favorable for the hydride
transfer as in the enzyme; the increase in the positive
charge of the former starts at a slightly more advanced stage
of the reaction, whereas the O8 atom in solution is clearly
less polarized than in the enzyme.

Figure 3. Time evolution of key interatomic distances obtained in the
enzyme (solid lines) and in solution (dashed lines); C4···C (black line),
C4···Ht (dark-gray line) and C···Ht (light-gray line). Only the �1 to
+1 ps evolution is shown. The behavior at earlier and later times does
not show any significant variation.

Figure 4. Mulliken charges averaged over reactive trajectories for a) C4
(light-gray line), C (dark-gray line), Ht (black line); and b) O8 (dark-
gray line), O1 (light-gray line) and O2 (black line). Solid lines correspond
to the enzymatic reaction and dashed lines to the aqueous solution reac-
tion.
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Whereas until now our analysis has been focused solely
on the geometrical and electronic processes taking place on
the substrate and the cofactor, these have to occur coupled
to changes in the environment, either on the solvent mole-
cules or the protein residues. Figure 5 shows the time evolu-
tion of intermolecular distances between key atoms of the
substrate or cofactor and of the amino acids of the enzyme,
averaged over the reactive trajectories. It can be observed
how the distance between Asp308 and the amino group of
the cofactor is increased as soon as the TS is reached. This
change may be a response to the annihilation of the positive
charge on the cofactor due to the hydride transfer. Other
distances that elongate from reactants to products are those
established between one of the oxygen atoms of the formate
and Arg284. Interestingly, these two distances, and in partic-
ular the one that defines the strongest hydrogen bond inter-
action, O1···HH12Arg284, increases significantly before ar-
riving at the TS, thus anticipating the electronic and geomet-
rical changes occurring in the substrate and the cofactor. A
similar behavior, and perhaps even more dramatic, is ob-
served for the time evolution of the distance between the
carbonyl oxygen of the nicotinamide ring of the cofactor,
O8, and His332. The relative motions of this residue appear
to be already activated about 0.5 ps before reaching the TS.
The approach of this residue to the cofactor polarizes the
carbonyl group of the cofactor, which provokes an increase
of the positive charge on C4, as reflected by the evolution

of the partial charge on O8 and C4 shown in Figure 4. This
electronic effect takes place within a twisting of the full car-
boxamide group with respect to the pyridine ring, thus per-
turbing the ground state as proposed by Lamzin et al.[42]

The behavior of the binary His332···Gln313 is also partic-
ularly interesting: the almost invariant distance established
between these residues suggest a global movement on the
protein, which facilitates the interaction of the His332 with
the carbonyl group of the formamide moiety of the nicotin-ACHTUNGTRENNUNGamide ring. The importance of this His332···Gln313 interac-
tion is in agreement with the site-directed mutagenesis per-
formed by Popov and co-workers, which showed how
His332Phe mutation leads to a complete loss of enzyme ac-
tivity.[41]

A similar study can be carried out for the reaction in solu-
tion by exploring the time evolution of the distance between
selected atoms of the reacting system and an atom of the
closest water molecule. This analysis reveals that intermolec-
ular interactions established between the reacting system
and the environment change as the hydride transfer pro-
ceeds, but these changes seem to be a consequence of the
charge reorganization.

Another comparison between the aqueous solution and
the enzyme can be made by using a global coordinate, such
as the electric field created by the environment. With this
purpose we analyzed the time-dependent evolution of the
electric field created by the protein or the aqueous solution
on the substrate and cofactor along the reactive trajectories.
The modulus of the electric field created by both media on
Ht, C, and C4 averaged over the reactive trajectories is de-
picted in Figure 6. As observed in the figure, the electric
fields created by the two media present different behaviors.
The first conclusion that can be derived from Figure 6 is
that the electric field created by the protein is more robust
than that created by the water molecules. Thus, in solution,
the modulus is almost invariant until it reaches the TS, upon
which it decreases noticeably in a few femtoseconds to
reach a permanent value once more. This behavior can be
readily understood in terms of a reaction field that is adapt-
ed to the changes in the electronic distribution of the solute
as the reaction proceeds, thus decaying as the polarity of the
QM system diminishes from reactants (two separated
charged species) to products (neutral species). Also, the fact
that the stationary situation was reached once the TS had
been achieved reveals a very flexible environment in which
the molecules are reoriented very easily. In contrast, the
electric field created by the enzyme remains essentially in-
variant when the system evolves from reactants to products.
This feature was, a priori, not expected, keeping in mind the
significant movements of the amino acids previously ob-
served in the reactive trajectories. Nevertheless, it seems
that those movements take place in such a way that the elec-
tric field is not altered, and it is oriented in such a way that
the hydride transfer is favored. This feature can be better
understood by combining the information on the evolution
of the electric field (Figure 6) with the evolution of charge
distribution (Figure 4). Thus, although the reaction is not fa-

Figure 5. Time evolution of intermolecular distances between the sub-
strate or cofactor and the amino acids of the enzyme averaged over reac-
tive trajectories.
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vorable in either of the two media from an electrostatic
point of view (due to the fact that it represents the annihila-
tion of two charged species perfectly solvated in both
media), the resulting pattern of electric forces created by
the environments are significantly less unfavorable in the
protein than in aqueous solution. In free-energy terms, this
means that a larger free-energy penalty needs to be paid for
the reaction in solution than in the cavity of the enzyme, be-
cause the charged species are neutralized in a polar
medium. In the enzyme, this penalty does not appear, given
that the electric field seems to be already suited to accom-
modate the charge distribution of the TS more than that of
the reactant state; as shown in Figure 6, a maximum of the
electric field on the Ht position is observed on the TS.

Results of GH theory : Although the analysis of reactive tra-
jectories can inform us about some of the details of the
chemical reaction, it is clearly limited by the number of vari-
ables that can be analyzed. A complementary approach is
the use of the friction kernel [see Eq. (7)] in the context of
GH theory as a source of information about the coupling of
the reaction coordinate to all the remaining degrees of free-
dom. Of course, such a use should first be validated by com-
parison of the transmission coefficients obtained from the
GH theory with those already determined from MD (see
above).

Once the equilibrium frequency weq is known from Equa-
tion (3), we need to evaluate the friction kernel to calculate

the transmission coefficient. The normalized autocorrelation
functions (ACFs) of the forces acting on the reaction coordi-
nate at the TS (hFRC(0)FRC(t)iTS) obtained in water and in
the enzyme show a remarkably similar global time evolution
in both media (see the Supporting Information). Neverthe-
less, although the time evolution is quite similar in both en-
vironments, the zero-time values of the un-normalized ACF
[Eq. (7)] are different. The initial friction can be expressed
as a wavenumber according to Equation (11).

wz ¼
1

2pc
zTSðt ¼ 0Þ½ � 1=2 ð11Þ

This initial friction frequency is 4867 cm�1 in aqueous so-
lution and 2691 cm�1 in the enzyme. As in other enzymatic
reactions previously analyzed, the coupling between the re-
action coordinate and the remainder of the system is stron-
ger in solution than in the enzyme.[21–23] The larger value of
the friction in solution with respect to the enzymatic value
reflects that a larger reorganization of the environment
occurs, coupled to the changes in the charge distribution of
the substrate along the reaction.[21–23]

Due to the fact that the subsequent analysis will be per-
formed within the framework of GH theory, it is important
to check if GH theory is able to reproduce quantitatively
the transmission coefficients obtained from MD simulations.
The obtained values for the reaction frequencies [Eq. (6)] in
aqueous solution and in the enzyme were wr,aq = 1090 cm�1

and wr,enz =812 cm�1, respectively. By using these frequencies
and Equation (5) the calculated GH transmission coeffi-
cients are kGHaq =0.27�0.06 and kGH,enz =0.38�0.02. The re-
sults are in excellent agreement with the MD values. This
encouraging result clearly shows that GH theory is applica-
ble to enzymatic reactions even in the case of the transfer of
classical light particles. Interestingly, when the frozen envi-
ronment is applied [Eq. (8)], the GH theory provides an
imaginary number for the transmission coefficients, both in
water and in the enzyme: kGH,aq =0.63i and kGH,enz = 0.74i.
This is due to an overestimation of the friction, resulting in
a trapped TS configuration. It is also worth mentioning that
Kramers regime,[64] [Eq. (9)], which considers an instantane-
ous frictional response of the system to the movement along
the reaction coordinate, gives a seriously underestimated
result for the transmission coefficient: 0.10 and 0.002 for the
reaction in the enzyme and in solution, respectively.

Once the validity of GH theory to describe the classical
hydride transfer in FDH and in aqueous solution has been
established, it is important to make a comment about the
validity of the different approaches for modeling dynamic
effects in chemical reactions, and the implications in the un-
derstanding of chemical reactions in complex environments.
First, a transmission coefficient equal to unity corresponds
to the equilibrium assumption, that is, that all the motions
of the system have enough time to relax fully after any
change in the selected reaction coordinate. This value is not
completely unreasonable, but for this reaction provides an
overestimation of the enzymatic rate constant, considering

Figure 6. Time-dependent evolution of the modulus of the electric field
on the Ht (black line), C (light-gray line) and C4 (dark-gray line) created
by the enzyme (a) and by the aqueous solution (b).
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that the values of the transmission coefficient obtained by
MD or GH theory are smaller than unity. Instead, the
Kramer regime, in which it is assumed that all the friction of
the system on the reaction coordinate is exerted during the
top of the barrier crossing, underestimates the rate constant.
In this case the ratio between the Kramers and GH values
are kKr,enz/kGH,enz =0.26. More importantly, this frozen-envi-
ronment approach, in which it is assumed that all the coordi-
nates of the system but the reaction coordinate itself remain
frozen during the passage over the barrier top, provides a
completely wrong picture of the chemical process, both in
the enzyme and in solution. This is particularly important
given that this limit has been shown to work properly in
other enzymatic and aqueous solution reactions.[60, 65] Note
that nowadays many theoretical studies of enzymatic reac-
tions employ models with much reduced flexibility. Accord-
ing to our results this could lead to artifacts in the descrip-
tion of the chemical process. It should be stressed that, a
priori, a chemical step that involves the transfer of a light
atom, such as the hydride transfer studied here, could be
considered a good example for the validity of the frozen-en-
vironment approach. Our results clearly demonstrate that
some motions of the environment must be considered to
take place simultaneously with the hydride transfer. Al-
though the equilibrium approach can lead to a qualitative
estimation of the changes occurring in the environment
during the process, as made in our previous study on the
FDH reaction,[45] dynamic effects must be incorporated to
obtain a more realistic and quantitative description of the
catalytic process.

The significant improvement obtained when using GH
theory, as compared to its nonadiabatic limit or the frozen-
environment approach, is clearly due to the ability of the
former to incorporate the dynamics of the environment
through a time-dependent friction kernel in a generalized
Langevin equation. To understand the coupling between the
reaction coordinate and the remaining degrees of freedom
in more detail, we have analyzed this friction kernel, at-
tempting to identify which motions participate most impor-
tantly in the reaction. For this purpose, we have calculated
the friction spectrum as the Fourier transform of the friction
kernel,[66] for the solution and enzyme reactions, by using
Equation (12).

zTSðwÞ ¼
Z þ1

�1
zTSðtÞeiw tdt ð12Þ

The environmental motions can then be classified accord-
ing to their influence on the reaction coordinate, reflected in
the intensity of the signal, and the value of their frequency
as compared to the reaction frequency. Those motions,
which present a frequency much larger than the reaction fre-
quency are expected to contribute residually to the devia-
tion of the transmission coefficient from unity because these
motions have enough time to be fully relaxed during a
change in the reaction coordinate. Otherwise, those motions
with characteristic frequencies significantly smaller than the

reaction frequency are expected to be unable to follow the
changes in the reaction coordinate when the systems cross
the dividing surface, and then they can successfully be de-
scribed as frozen motions. Finally, those motions presenting
frequencies of the same order as the reaction frequency are
expected to be dynamically coupled to the reaction progress,
and if they do present an important intensity then they
should more properly be considered as part of a more com-
plete reaction coordinate. Then, it can be more revealing to
decompose the total friction spectrum into two different
contributions: the relaxed spectrum (z+(w)) and the rigid
spectrum (z�(w)), as given in Equations (13) and (14),
respectively.[66]

zþðwÞ ¼ zTSðwÞ
weq

w2

w2
r þ w2

� �

ð13Þ

z�ðwÞ ¼ zTSðwÞ
weq

� zþðwÞ ð14Þ

The important point is that the rigid spectrum accounts
for the contributions of those motions that, while coupled to
the reaction coordinate, can be considered as frozen during
the passage over the barrier top. Then, this part of the fric-
tion is responsible for the deviations from TST (i.e., from a
transmission coefficient equal to unity) in the nonadiabatic,
frozen-environment limit. This deviation is due to the fact
that these motions remain essentially inactive during the
timescale of the reaction.[60] On the other hand, the relaxed
spectrum reflects those motions coupled to the reaction co-
ordinate that can dynamically respond to the changes in the
TS region on the timescale of the reaction coordinate. These
motions appearing in this spectrum are thus responsible for
the deviations from the frozen-environment limit of the
transmission coefficient.[66]

The rigid and relaxed spectra, calculated from the friction
kernels obtained in water and in the enzyme, are shown in
Figure 7. The rigid spectrum in water shows more intense
lines than the corresponding spectrum in the enzyme, espe-
cially below 600 cm�1. This low-frequency motion region of
the spectrum corresponds in water to hindered translations,
diffusion, reorientations of water molecules, and multimo-
lecular motions, whereas in the enzyme this region contains
highly collective motions.[67–69] The greater intensity of the
water spectrum in this region indicates that the motions that
should be considered essentially frozen are more strongly
coupled to the reaction coordinate in solution than in the
enzyme. As noted above, this can be related to the fact that
many solvent molecules must be reordered as charged reac-
tants are transformed into neutral products. The key feature
of the present reaction is that the relaxed friction spectra,
responsible for the departures from this frozen-environment
approach, show strongly coupled motions in water, and even
more in the enzyme. Effectively, it was already known that
some motions (e.g., librations of water molecules) can at
least partly follow the barrier crossing changes in the reac-
tion coordinate.[66] These motions are largely responsible for
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the failure of the frozen-environment estimation of the
transmission coefficient.

In order to assign the important signals in the friction
spectra, we carried out a normal-mode analysis for a TS
structure in solution and in the enzyme. The transition struc-
tures were obtained by using a micro/macro iteration ap-
proach in which the coordinate space is divided into a con-
trol space and a complementary space.[70–72] The Hessian
matrix is defined only for the control space, whereas the
complementary space is completely optimized by using gra-
dients. In the definition of the control space, we included all
those residues and water molecules directly interacting with
the substrate. In aqueous solution, this definition of the con-
trol space included all the coordinates of the QM subsystem
(33 atoms) and 42 TIP3P water molecules (all those water
molecules found less than 8 � from the C4 atom of the co-
factor), resulting in a total of 228 atoms. In the enzyme, this
definition included, in addition to the substrate molecule
and the cofactor, the following residues: Asn146, Ile122,
Arg284, His332, Gln313, Asp308, Thr282, and Ser334 (a
total of 160 atoms). By combining the results of the normal-
mode analysis with the friction spectra signals we have been
able to identify several signals corresponding to internal ro-
tations and relative movements of the surrounding water
molecules or residues.

In aqueous solution the most intense signals appear at fre-
quencies substantially smaller than the reaction frequency.
The signals appearing from 50–100 cm�1 can be assigned to
hindered translations, reorientations, and multimolecular
motions of water molecules. The group of signals appearing

between 250 and 600 cm�1, which contribute essentially to
the rigid spectrum, but also, to a minor extent, to the re-
laxed spectrum in water, can be associated with hydrogen
bonds established between water molecules and the NH2

moiety and O8 atom of NAD+ , and also with the O1 and
O2 atoms of formate. Some signals appearing between 1010
and 1030 cm�1, which contribute more or less equally to the
rigid and the relaxed spectra, have been assigned to the out-
of-plane motion of the ring hydrogen atoms of NAD+ , and
especially to the sp2 to sp3 hybridization change of the C4
carbon atom. Two other minor signals appear in the relaxed
spectrum at 1530 and 1750 cm�1. The first one has been as-
signed to the stretching of the amide bond coupled also to
the N�H bending, and the second one is due to the C7=O8
stretching. A very minor signal appearing about 3090 cm�1

has been assigned to C�H stretchings.
For the enzymatic reaction we can observe that more sig-

nals contribute in a significant way to the relaxed spectrum.
This can be attributed in part to the fact that the reaction
frequency in the enzyme is smaller than in solution. Interest-
ingly the two most intense signals of the rigid spectrum, ap-
pearing at 520 and 630 cm�1, also contribute significantly to
the relaxed spectra. The first one can be assigned to the hy-
drogen bond established between His332 and O8, and the
second one seems to be more properly assigned to a coupled
motion of several hydrogen bonds involving Arg284 with
O1 of formate, Asp308 and Thr282 with the NH2 group of
NAD+ , and also His332 with O8. These motions are some-
what slower than the reaction frequency itself and then they
must precede the change in the distinguished reaction coor-
dinate. However, they cannot be considered at all as frozen
while the system crosses the dividing surface. This behavior
is clearly reflected in the analysis of the reactive trajectories
presented in Figure 5.

The signals appearing above the reaction frequency con-
tribute more to the relaxed spectrum. The signals at 870 and
1010 cm�1 also involve hydrogen-bond interactions estab-
lished between the substrate and the active site. The first
one corresponds to the simultaneous change in the hydrogen
bonds established between His332 and Gln313, and between
His332 and O8 atom of the cofactor. The second one in-
volves the hydrogen bonds established by Arg284 with the
substrate and with the carbonyl oxygen atom of Ile122. The
intense band located at 1140 cm�1 has been assigned to the
out-of-plane bending of the hydrogen atoms of the pyridine
ring NAD+ , and the sp2 to sp3 change of the C4 carbon
atom. Other higher frequency bands have been assigned to
intramolecular motions of the cofactor: the stretching of the
amide bond coupled also to the N�H bending (1520 cm�1),
the C7=O8 stretching (1750 cm�1), and to C�H stretching
(3090 cm�1).

In general, all these motions contribute to the passage of
the system through the TS in the enzyme. Because the char-
acteristic frequency of some environment vibrational modes
is much lower than the reaction frequency, we can consider
them essentially as frozen during the barrier crossing, but,
as illustrated in Figure 5, they must be activated prior to the

Figure 7. Rigid (a) and relaxed (b) friction spectra (intensity in arbitrary
units) for the reaction in the enzyme (solid lines) and in aqueous solution
(dashed lines). The reactive frequencies for both media are shown as ver-
tical gray lines; solid and dashed for enzyme and solution, respectively.
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passage of the system through the TS. Thus, this is a clear
example of the fact that the participation of the environ-
ment motions in the reaction coordinate can be different at
different stages of the reaction progress. A hypothetical suc-
cess of the frozen-environment approach in reproducing the
transmission coefficient, which is clearly not the case for
FDH, as discussed above, would never imply that the envi-
ronment could be viewed as static during the whole reaction
process.

Conclusion

A QM/MM MD study of the protein dynamic effects on the
hydride transfer between formate anion and nicotinamide
adenine dinucleotide (NAD+), catalyzed by the enzyme for-
mate dehydrogenase (FDH), has been presented in this
paper. From TS configurations obtained from the top of the
free-energy barrier, free downhill molecular dynamics tra-
jectories have been performed in order to carry out a com-
parative analysis of the dynamic behavior of both condensed
media. The analysis of reactive and nonreactive trajectories
in both environments has allowed the study of the dynamic
coupling between the substrate and the cofactor with the
protein or the solvent water molecules, as well as the esti-
mation of the dynamic effect contribution to enhance the
rate constant from calculation of the transmission coeffi-
cients in both media.

The analysis of the downhill trajectories on the protein re-
veals how the relative movements of some amino acids pre-
cede and promote the chemical reaction. In particular, the
movements of His332, coupled with Gln313, facilitate the
reaching of the TS by polarizing the carbonyl group of the
nicotinamide ring of NAD+ , which provokes the increase of
the positive charge of the acceptor carbon atom; meanwhile
the distance between the substrate and Arg284 is also in-
creased before arriving at the TS, thus displacing the nega-
tive charge of the carboxylate oxygen atoms of the formate
towards the cofactor, helping the hydride to be transferred.
The transmission coefficients obtained from MD simulations
are 0.46�0.04 and 0.20�0.03 in the enzyme and in solution,
respectively. These values represent a contribution to cataly-
sis of 0.5 kcal mol�1, which, though small, is not negligible
keeping in mind the low efficiency of FDH. Moreover, these
values, and in particular the one obtained in the enzyme, are
significantly smaller than those obtained in previous studies
on different enzyme-catalyzed reactions,[21–23] revealing im-
portant changes taking place in the protein coupled with the
hydride transfer. Thus, the equilibrium approach, which in
this case provides an overestimation of the enzymatic rate
constant, can lead to qualitative estimations of the changes
occurring in the environment during the process, but dynam-
ic effects must be incorporated to obtain a quantitative de-
scription.

The time evolution of the electric field created by the two
environments on the key atoms of the reaction reveals that
in the enzyme it remains essentially invariant when the

system evolves from reactants to products. This means that,
although significant movements of the amino acids take
place along the reactive trajectories, the electric field is not
altered, and it is oriented in such a way that the hydride
transfer is favored with respect to the reaction in solution.
The aqueous solution, on the contrary, behaves as a force
adapted to the electron distribution changes taking place
along the chemical reaction. In free-energy terms, this
means that a larger free-energy penalty needs to be paid for
the reaction in a polar medium, such as the aqueous solu-
tion, than in the cavity of the enzyme. In the enzyme, this
penalty does not appear, given that the electric field seems
to be already suited to accommodate the charge distribution
of the TS more than that of the reactant state.

Grote–Hynes theory has been applied to analyze the fric-
tion kernel, which has allowed the identification of some
key vibrational modes that govern the coupling between the
two different environments and the reaction coordinate,
and, in particular, their relevance for the reaction to pro-
ceed in the protein medium, as deduced from the downhill
trajectories. The results of the transmission coefficients ob-
tained by means of the GH theory (0.38�0.02 and 0.27�
0.06 in the enzyme and in solution, respectively) were in ex-
cellent agreement with the MD values, which show that this
theory can be applied even for the case of the transfer of
classical light particles as in the FDH case. Application of
the different limits reveals that the frozen-environment ap-
proach, in which it is assumed that all the coordinates of the
system but the reaction coordinate itself remain frozen
during the passage over the barrier top, provides a com-
pletely wrong picture of the chemical process, both in
enzyme and in solution. It should be stressed that, a priori, a
chemical step involving the transfer of a light atom, such as
the hydride transfer studied here, could be thought of as a
good example of the validity of the frozen-environment ap-
proach. Our results clearly demonstrate that some motions
of the environment must be considered to take place simul-
taneously with the hydride transfer.

The assignment of the important signals in the friction
spectra has shown that the two most intense signals corre-
spond to the hydrogen bond established between His332
and O8, and the second one to a coupled motion of several
hydrogen bonds involving Arg284 with O2 of formate,
Asp308 and Thr282 with the NH2 group of NAD+ , and also
His332 with O8. Because these motions are somewhat
slower than the reaction frequency itself, they must be acti-
vated in advance of the passage of the system through the
TS, as confirmed from the analysis of reactive trajectories.
An important conclusion from the present work is that our
results clearly highlight the limitations of computational
models where the flexibility of the environment is dramati-
cally reduced by fixing, for example, the position of some
atoms of the residues appearing at the active site. Further-
more, a hypothetical success of the frozen-environment ap-
proach in reproducing a transmission coefficient, which is
clearly not the case for FDH as discussed above, would
never imply that the environment could be viewed as static
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during the whole reaction process, because the participation
of the environment motions in the reaction coordinate can
be different at different stages of the reaction progress.
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